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Define mn™ joint moment of the random variables X and Y.
Define marginal distribution and density functions.

Define correlation coefficient and show that —1< p <1.
Write the expression for joint PDF of jointly Gaussian random variables X and Y .
Two random variables X and Y have a JPDF given by

A x>0,y>0
f”(x’y):{o x<0,i<0
Find
a) the value of A4 for which this is a valid JPDF
b) the probability that X <1/2 and Y <1/4
c) the expected value of XY
Show that Var[X + Y] = Var[X] + Var[Y] £ 2Cov[X,Y]. If X and Y are
statistically independent, what will be the result?
Two random variables have means of 1 and variances of 1 and 4, respectively. Their
correlation coefficient is 0.5.
a) Find the variance of their sum

b) Find the mean-square value of their sum

c) Find the mean-square value of their difference

8. The random variables, X and Y, have a joint PDF given by

Jo(x,y)=4xy 0<x<l, 0<y<l. By transformation of random variables find

the probability density functionof Z = X +7V .

9. Two random variables V and W are obtained by transforming the random variables X

and Y as
V = XcosO + Ysinf
W = Xsinf — Ycosf
Find the fyy (v, w) in terms of fxy (x, ).



